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	 More than 275 million people worldwide have misused drugs such as heroin or cocaine at least 
once in 2016. Use of some of these drugs carry significant health risks, and their use has led to 
hundreds of thousands of deaths, making drug use one of the highest preventable causes of mortality.
	 For some people, drug use turns into a substance use disorder, such as addiction. These 
disorders are prevalent worldwide, affecting some 30 million people globally. On top of the direct health 
risks associated with compulsive drug use, drug addiction has a tremendous financial burden: Alcohol, 
tobacco, and illicit drugs cost the US more than $740 billion dollars in lost productivity, health care 
costs, and legal related fees and fines. 
	 This chapter introduces you to some of the basics of neuropharmacology, the study of drugs 
that affect the nervous system. Drugs are defined as some chemical substance that comes from outside 
the body; drugs are exogenous substances that can influence a person’s physical or mental state. The 
field of study of the effect of drugs on the body is called pharmacodynamics, while the reverse study, 
the effects of the body on the drugs, is called pharmacokinetics.  

	 For a drug to influence the nervous system, 
it has to find a way to get into the body. Drugs can 
be used by several routes of administration, 
which can be roughly divided into two main 
classifications: enteral, which means they have 
to be absorbed through the gastrointestinal tract, 
or parenteral, which avoids the digestive tract.  
Routes of administration are particularly important 
in substance use, because drugs that reach the 
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11.1 Common Routes of Administration

brain more quickly are more likely to produce 
pleasurable feelings, and thus be misused. 
	 The most common route of administration is 
by oral administration, by mouth. Drugs consumed 
orally can come in a variety of preparations, with 
a pill being the most common, but they can also 
be foods or drinks. Swallowing substances is 
one of the most natural processes, making oral 
administration one of the most convenient ways 
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Figure 11.1 Pills, one of the most common 
preparations for oral administration of drugs.

Figure 11.2 The hepatic portal system moves 
substances taken orally through the liver for 
enzymatic processing before entering total 
circulation.

to take a drug, generally very simple requiring no 
additional supplies. Orally administered drugs can 
be designed to release over a prolonged period of 
time, even up to a day, which makes it a preferred 
route of administration for substances that need 
to be present for extended periods of time. The 
substance can also be expelled from the body 
through vomiting or stomach pumping in case it 
is suspected as causing toxicity or in overdose.  
Absorption of the drug into the bloodstream can 
also be modified by other substances, such as 
foods in the stomach.
	 One of the major considerations of oral 
administration is the slow onset of effect of the 
drug. It requires digestive processes which work 
on the time scale of tens of minutes to hours, 
making it less effective in the case of major 
emergencies where speed of treatment effect 
is the difference between life and death. It also 
requires the conscious action of swallowing, 
so oral administration will not be useful when 
a person is unconscious. And if a person has 
nausea, they may be unable to keep the drug in 
their system long enough for it to be digested and 
absorbed. 
	 Substances that are ingested orally are 

absorbed through the gut wall and into the hepatic 
portal system, a branch of the circulatory system 
that surrounds the gastrointestinal tract. Before 
entering systemic circulation, this blood is passed 
through the liver, where a variety of degradation 
enzymes destroy some amount of the drug. This 
process is called first-pass metabolism, and 
causes a decrease in difference between the 
consumed amount of drug and the amount of 
drug that gets to its target of action. 
	 On the contrary, some drugs are inactive 
until they get converted into another substance 
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Figure 11.3 Hypodermic needle for drug delivery via 
intravenous injection, a very rapid route of administration 
that can cause a drug effect within seconds.

after enzymatic processing. These substances 
are called prodrugs. One well known prodrug 
is psilocybin, a chemical found in “magic 
mushrooms.” Psilocybin itself is inactive, but 
once it is exposed to highly acidic conditions, 
like the inside of the stomach, it becomes the 
psychoactive substance psilocin.
	 One other enteric route of administration 
avoids some of the issues with oral preparations. 
Rectal administration avoids a majority of the 
first-pass metabolism, and can be delivered even 
if a patient has severe nausea. There are two 
other related enteric methods worth mentioning. 
Sublingual refers to placement of the substance 
under the tongue, and may be seen with some 

	 IV injections are sort of a one-way street: 
the concentration of drug that enters the blood 
cannot be decreased. The drug rapidly mixes 
with blood, and can only be decreased with 
biological modifying agents or through natural 
enzymatic degradation. IV injections require 
syringes, which are an added cost to drug use, 
and bring with it a variety of health risks, including 
the potential transmission of bloodborne illnesses 
and infections at the injection site. Repeated 
injections can be painful and can lead to deflated 
veins, which is why some IV drug addicts resort 
to shooting drugs into other smaller veins such as 
the veins on their hands or between the toes. 
	 Alternative injection routes are less 
common for misused drugs, and each has 
slightly different advantages and disadvantages. 
Intramuscular (IM) injections, like a flu shot 

preparations of LSD. Transbuccal administra-
tion refers to drugs that are absorbed by the vas-
culature in the gums as in oral nicotine prepara-
tions such as dip or Swedish snus.
	
	  Intravenous (IV) injection is the fastest 
route of administration, with drug effects being 

detected within seconds. When a needle 
is used to deliver the drug directly 
into the bloodstream, the drug is not 
subject to any first-pass metabolism, 
meaning that the dosage delivered 
is similar to the dosage experienced. 
Many substances, in particular heroin, 
are delivered via IV injection since it 
produces the most rapid onset high. In 
general, drugs that are taken via rapid 
routes of administration have a higher 
misuse potential. Clinically, the speed 
of an IV injection drug effect makes 
it preferable when time is essential, 
notably, when injecting substances like 
Narcan (naloxone)  that can reverse 
the respiratory depressive symptoms of 

opioid overdose. Alternatively, it is also possible 
to deliver a pain-killer drug slowly and as needed 
using an IV drip, which minimizes the risks of 
overdose due to a sudden influx of drug.
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	 In some cases, drugs interact with foods 
in a way that changes their effectiveness.  A 
common example of this is the compound 
bergamottin, commonly found in grapefruits. 
Bergamottin inhibits the activity enzymes 
called cytochrome P450s (CYP), a class of 
enzymes in the liver and the small intestines 
that metabolize a wide variety of substances 
that enter the body. When we drink grapefruit 
juice, inhibition of CYP can decrease the 
dosage of drug that gets into the brain. For example, the analgesic drug codeine is a prodrug, a 
substance that exerts influence on the body after it is modified during metabolism. CYP normally 
degrades codeine into the more potent analgesic morphine, but in the presence of grapefruit juice 
in the body less morphine is produced, resulting in less effect than expected.
	 On the other hand, other drugs are degraded by the CYP-3A4 enzyme before they are 
even able to affect the brain, like the anti anxiety drug buspirone. Usually, only 4% of the dosage 
of buspirone actually has an effect. But, when a CYP-3A4 inhibitor like grapefruit juice is present, a 
regular dosage of the drug results in a greatly elevated concentration in the brain, which may start 
to produce symptoms of overdose. More than 85 pharmaceuticals interact with grapefruit juice; 
some of the interactions can lead to life-threatening cardiovascular / respiratory side effects (like a 
buildup of the opioid fentanyl) or permanent kidney damage. 

into the deltoid muscle of the arm, are 
somewhat slower than IV injections (tens 
of minutes rather than tens of seconds) 
but are much easier to perform than an 
IV injection. In a subcutaneous (SC) 
injection, solution is injected into the 
fat layer underneath the skin, making it 
ideal for lipid-soluble drugs.

	 Inhalation is another rapid 
route of administration. Drug effects 
are experienced on the scale of tens 

Figure 11.4 Inhalation allows for exchange of gases at the 
alveoli, so drug enters the bloodstream rapidly.

of seconds. For a substance to have an effect 
on the brain through inhalation, it must first  be 
volatilized then taken into the lungs through the 
nose or mouth. To inhale solids (such as with 
tobacco or marijuana), they are often burned and 

the smoke is inhaled, while liquids are turned into 
a vapor either through a heating element like vape 
or naturally because of the chemical properties of 
the liquid.
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	 Physiologically, the lungs are extremely 
effective at transporting inhaled gases into the 
bloodstream, the same process that allows us 
to capture oxygen from the air and expel carbon 
dioxide as we exhale. Gas exchange occurs at the 
pulmonary capillaries, the dense network of blood 
vessels that surrounds the alveoli of the lungs. 
Inhaled air fills these alveoli and exchanges gases 
in the time span of each breath. This remarkable 
efficiency of exchanging inspired gases with the 
dissolved gases in the bloodstream provides one 
of the major clinical advantages of inhalation 
as a route of administration, especially during 
surgery. Inhalable anesthetics are very quickly 
cleared out of the body when a person goes from 
breathing the anesthesia to breathing normal 
air. Breathing is also one of the most natural, 
unconscious functions that our body possesses, 
which makes inhalation a very convenient route 
of administration.
	 However, inhalation of hot burnt solids 
causes significant damage to the airways. 
Inhalation of the chemicals in the propellants in 
compressed gases has been on the decline since 
manufacturers began adding bittering agents to 

the gases, thus making exposure to the substance 
highly undesirable. The dangers of this route of 
administration is that a person may experience 
hypoxia, low blood levels of oxygen, which can 
cause permanent brain damage. Many of the 
“rewarding” sensations associated with inhalant 
misuse are due to hypoxia. 

	 Insufflation represents a different route 
of administration from inhalation because there 
are a few major differences of how the drug 
gets into the bloodstream. The substance is first 
pulverized into a fine powder then inhaled through 
the nostrils. Most of the solid sticks to the inside 
of the nasal cavity, where the chemical can then 
be absorbed by the thin blood vessels that line 
the inside of the nose. Insufflation, or “snorting,” 
is a very common route of administration for the 
recreational use of cocaine, producing a very 
rapid drug effect within minutes. Because drugs 
that are insufflated are protected from first-pass 
metabolism, they yield a higher dose that affects 
the brain. 

	 Transdermal is another parenteral route 
of administration that avoids processing by the 
digestive tract. In transdermal administration, 
a substance is placed on the skin surface, and 
over time the chemical diffuses through the 
skin into the blood vessels. The most common 
and well-known example of transdermal drug 
administration is the nicotine patch, a nicotine-
replacement therapy. Transdermal patches 
have the advantage that the drug diffuses slowly 
over a prolonged period of time, up to 24 hours, 
minimizing the abuse potential of drugs taken in 
this route. However, because the skin is such an 
effective protective barrier against the outside 
world, there are major limitations to the types 
of drugs that can be delivered via transdermal 

Figure 11.5 Inhalation is often used for 
inducing anesthesia before surgery because of 
it’s ease of administration and rapid onset.
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application: only small molecules and fatty lipids 
that are effective at milligram concentrations can 
be used.
	 Topical administration is closely related 
to transdermal administration, with the major 
difference being that topical administration does 
not significantly increase the blood concentration 
of the drug. Topical administration acts only 
locally, and some common substances that are 
applied topically include Tiger balm or Icy-Hot. 
Because chemicals introduced topically do not 
significantly get alter brain activity, they are not 
psychoactive.
	 The pharmacokinetic profiles of drugs are 
important for understanding their abuse potential, 
and potential strategies to develop effective 
treatments and medications to treat overdose.

Figure 11.6 A transdermal patch that steadily 
delivers nicotine into the bloodstream.
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11.2 Neural Circuitry Involved in Reward  

	 Having a sense of reward is a valuable 
adaptive trait. Consider two similar organisms 
living in the distant geologic past, both involved 
in Darwin’s struggle to pass their genetic 
material to the following generation. One of 
these creatures gets an internal rewarding 
sensation whenever it drinks water while thirsty, 
eats high caloric-content food, or successfully 
reproduces. As can be expected, this organism 
is highly motivated to seek out those rewarding 
stimuli in the world. It is are more likely to crave 
sugary foods to maximize daily caloric intake 
necessary for activity and growth. The other 
creature does not experience pleasure from its 
actions, resulting in little motivation to seek out 
calories or to reproduce, for example. It stands 
to reason that the first of these two creatures has 
an evolutionary advantage to survive.
	 As can be expected, the regions of the 
brain that are concerned with reward are highly 
conserved through evolution. For us humans, 

Figure 11.7 Neural structures involved in reward 
and aversion.

our reward signaling neural circuitry starts with 
the ventral tegmental area (VTA). Located 
in the midbrain, the VTA contains neurons that 
synthesize the neurotransmitter dopamine (DA), 
and is the largest group of DA cells (citation) in 
the brain. They are also called the A10 neurons. 
This population of DA cells similar to the cells in 
the substantia nigra, the midbrain neurons that 
are lost in Parkinson’s disease (see chapter 10). 
	 These VTA DA neurons send their axonal 
projections predominantly into two main areas. 
The mesolimbic pathway consists of dopamine 
producing neurons that release dopamine onto 
the cells in the nucleus accumbens (NAc, 
sometimes also called the ventral striatum). This 
seems to be the major pathway by which reward 
is mediated by the brain. Using microdialysis, it is 
possible to measure the dopamine concentration 
in the NAc during performance of some behavioral 
tasks. In studies with rats, engaging in rewarding 
activities such as eating or sex results in increased 
release of dopamine in the NAc.  Similarly we 
see that release of dopamine into the human 
NAc is enhanced when we engage in activities 
we enjoy: binge eating sugary stuff, having sex, 
even playing video games. Notably, many drugs 
of abuse such as cocaine or amphetamine can 
induce a similar overflow of dopamine release 
when an animal is exposed to the drug.
	 The second area that receives VTA 
innervation is the prefrontal cortex (PFC), 
and this projection is called the mesocortical 
pathway. We think of the PFC as being involved 
in the conscious, decision making and inhibition 
of actions. It is likely that maladaptive changes 
in the dopamine projections into the PFC may 
explain the poor decision making and loss of 

VTA
NAc

LHb

PFC
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control that addicts experience - their prioritization 
of immediate reward despite bad long term 
consequences (losing their job, alienating 
family, immediate health risks, for example). 
This connection has been heavily studied in the 
context of schizophrenia and other psychological 
pathologies.
	

Figure 11.8 An operant conditioning 
chamber, where pushing a button or 
lever results in a response such as 
electrical activation of the brain.

	 One of the earliest experiments demonstrating functional evidence of a “reward circuit” 
was conducted at McGill University in the early 1950’s. Drs. James Olds and Peter Milner 
carried out surgery on anesthetized rats to implant metal electrodes into different areas of 
the brain. After recovery, the rats were placed into an operant conditioning chamber, also 
called a Skinner box. These special cages are equipped with a device which the subject can 
physically manipulate. For example, the cage may have a lever which the animal can push, 
or a hole into which they can poke their nose. In the case of Olds and Milner’s experiments, a 
lever press led to activation of the implanted electrodes, resulting in neuronal activation. They 
had found that when the electrode was implanted into brain areas such as the corpus callosum 
or the hippocampus, the rats did not spend significant time pressing on the lever. However, 
the rats which had the electrodes implanted in the septal nucleus responded frequently on the 
lever. One such rat pressed the lever almost 2000 times in less than an hour, averaging nearly
one response every two seconds! Electrical activation of 
reward centers is so desirable, rats will choose electrical 
stimulation over food even to the point of starvation. 
	 This experimental paradigm is also called 
intracranial-self stimulation (ICSS). And while the 
original studies were conducted on rats, clinicians soon 
after tested their model in humans, with similar indwelling 
electrodes in different brain regions. Unsurprisingly, 
humans also have areas of the brain that are responsible 
for encoding reward, and when given the chance to 
electrically activate those areas, they do so extensively. 
When the experimenters brought in a tray of delicious 
food to the test chamber, the hungry patients - who 
hadn’t eaten for upwards of seven hours - simply looked 
at the meal, but couldn’t pull themselves away from the 
stimulation button long enough to eat. Artificial stimulation 
of these reward centers of the brain was more valuable to 
the patients than nutrition.  

	 Opposite of the reward pathway is a related 
set of neural circuits that signal an opposite 
reaction: aversion. If eating a sugary, chocolatey 
treat activates the reward circuitry, then eating a 
bitter-tasting bug activates the aversion circuitry. 
Just as with the VTA and related structures of 
the reward pathway, the ability to detect aversive 
stimuli is highly conserved throughout evolution. 
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For example, we know that noxious plant toxins, 
the kinds of foods that would have made our 
proto-human ancestors sick, are often bitter (see 
Chapter 9). Being able to detect these flavors as 
disgusting would be a pro-survival adaptation.
	 If the VTA to NAc projection is the reward 
pathway, the projections between the neurons in 
the lateral habenula (LHb) to the VTA is the “anti-
reward” pathway. The LHb sends inhibitory GABA 
projections onto the VTA DA neurons, so when an 
aversive stimulus is presented, the LHb neurons 
increase in their activity, which decreases DA 
neuron excitability through GABA release, thus 
resulting in less DA in the NAc. These results were 
conducted with electrophysiological techniques 
and first demonstrated in monkeys in 2009. The 
researchers found that when a monkey was given 
a squirt of delicious fruit juice, LHb neurons spiked 
less, which relieved the inhibition on the VTA 
neurons, allowing them to increase in spiking - as 
can be expected when a rewarding stimulus is 
presented. On the other hand, when an aversive 
stimulus was presented, in this case an air puff to 
the face, the LHb increased in activity while the 
VTA neurons decreased in activity. Relatedly, if 
an animal is trained to expect a reward after some 
innocuous stimulus (Pavlovian conditioning), and 
that reward is withheld after presentation of the 
stimulus, the LHb increases in activity.
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11.3 Molecular Pharmacodynamics
	 To talk more accurately about the action 
of drugs on a molecular level, it’s important to 
establish some of the vocabulary that is used 
in pharmacology. As we begin discussing the 
action and movement of molecules, it’s important 
to remember that the physical movement of 
molecules is more random than guided. When 
neurotransmitter molecules are released into 
the synapse, they move around in that space 
randomly. At many points in time, they float around 
the synapse, causing no effect. But sometimes, 
molecules will bump into a receptor, activating it 
as long as the molecule remains attached. Other 
times, those molecules will bump into reuptake 
proteins, large transmembrane proteins that 
decrease the concentration of neurotransmitters 
in the synapse by pulling the neurotransmitter 
back into the presynaptic axon terminal. And at 
other times, the molecule can even float outside 
of the synaptic space. Pharmacologists use the 
word stochastic to describe this randomness. 
The location of a molecule has no influence on 
where it will go next.
	 It is also helpful to become familiar with 
the dose-response curve, which is a graph 
that plots the activation of a receptor on the 
y-axis, and increasing dosage of a drug on 
the x-axis. In most cases, as neurotransmitter 
concentration increases, so does the activation 
of the corresponding receptor. The shape of the 
dose-response curve is described as sigmoidal, 
the S-shaped curve that is common to many 
fields of science, including ecology, microbiology, 
physics, and chemistry.
	 In molecular pharmacodynamics, we 
will describe three main categories of ligands, 
substances that are able to bind to receptors to 
form a ligand-receptor complex. 

	
	 1. Agonists are chemical substances that 
can activate receptors. Receptors themselves 
are large, transmembrane protein structures with 
a surface that is exposed to the extracellular 
side. On this exposed side, there is some 
three-dimensional arrangement of amino acids 
that the agonist is able to bind to. When the 
agonist-receptor complex is formed, the receptor 
physically changes conformation, which can 
then trigger a downstream reaction. In the case 
of an ionotropic receptor, the protein changes 
to either allow or hinder ion movement across 
the cell membrane. Nicotine is an example of 
an agonist that binds to ionotropic acetylcholine 
receptors. For metabotropic receptors, the 
activated agonist-receptor complex results in 
downstream activation of G-proteins, which then 
signal the cell to behave in a variety of ways. 
Morphine acts as an agonist at opioid receptors, 
which are metabotropic. The specific site on the 
receptor protein where agonists bind is called the 

Figure 11.9 Generic dose response curve 
showing that drug effect (y-axis) increases as the 
dosage of drug (x-axis) increases.
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orthosteric site, or active site. 
	 The interaction between a receptor and 
an agonist can be described by the analogy of 
a lock and key. The receptor is represented by 
a lock. Receptors are large protein complexes 
that span the cell membrane, just like a lock sits 
at the interface between two rooms. Receptors 
have an outward facing side that responds to the 
presence of an agonist by physically changing 
shape, similar to the way a lock will physically 
change when the correct key is inserted into 
the keyhole. Finally, receptors are very specific 
and will only respond to chemical structures that 
“match” the active site - the lock won’t just open 
in the presence of any random key.
	 Agonists themselves can be divided 
into three different classes. A full agonist is a 
substance that can activate the receptor to the 
maximal degree at high concentrations. When 
we think of an exogenous neurotransmitter that 
is released by a neuron, such as glutamate, 
it activates the nearby glutamate receptors 
maximally. In a dose-response curve, full agonists 
substances that set the 100% value. The phrase 
partial agonist is used to describe substances 
that can also activate the receptor by binding to 
the orthosteric site, but are unable to fully activate 
the receptor, even at increasingly higher doses. 
On a dose response curve, the partial agonist 
activates the receptor to a lesser degree than 
the full agonist. Some partial agonists can be 
used clinically for treating a variety of disorders 
including anxiety, psychosis, and chronic pain. 
Another class of agonists are the inverse 
agonists, which causes an opposite response 
as an agonist.
	
	 2. If agonists are the chemical substances 
that activate receptors, antagonists are the 
substances that prevent agonists from acting. 

Full 
agonist

Partial 
agonist

Full 
agonist

Partial 
agonist

Antagonist

Figure 11.10 Different classes of ligands and 
their action on the receptors.

More specifically, competitive antagonists 
are substances that bind to the orthosteric site, 
the same site on the receptor where an agonist 
would bind. Because competitive antagonists 
physically block the active site, and because 
molecules move around randomly, the presence 
of the antagonist can prevent the agonist 
from activating the receptor in a concentration 
dependent manner: The more antagonist present, 
the higher the concentration of agonist must be in 
the synapse for activation. Therefore, adding a 
competitive antagonist to the system will shift the 
dose response curve to the right.
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Figure 11.11 Dose response curves for agonist 
and for agonist plus competitive antagonist.
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One of the most well known competitive 
antagonists is the drug Narcan (naloxone) which 
inhibits certain opioid receptors. One reason 
opioid overdose can be fatal is the drugs are able 
to shut down CNS drive of the respiratory system 
through acting as agonists at opioid receptors. In 
order to treat the person in this situation, you will 
have to find a way to block the action of the opioid 

molecules that are still acting on the receptors. 
When Narcan is given via an IV injection or nasal 
spray, it works within minutes to block the action 
of opioid drugs that are affecting respiratory 
control, thus restoring normal breathing.
	 It is important to note that in the absence of 
an agonist, an antagonist alone will have no effect 
on cell excitation. Therefore, if an antagonist alone 
induces a change in some cellular property such 
as excitability, then it is reasonable to conclude 
that the cell is being acted upon by some agonist 
at rest.
	 Separate from agonists and antagonists 
are a different class of chemical substances 
called allosteric modulators that also interact 
with neurotransmitter signaling. These chemicals 
belong to a unique classification of substances 
distinct from agonists and antagonists. Instead of 
binding to the orthosteric active site, they target 
a different region of the receptor, a site called the 
allosteric site. The allosteric site generally can 
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Figure 11.12 A receptor interacting with an allosteric modulator changes it’s response following agonist 
binding to the orthosteric site.
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be found on the extracellular side of the receptor, 
and like the active site, consists of a special 
three-dimensional arrangement of amino acids. 
When allosteric modulators bind to the receptor, 
they change the potency of agonists that activate 
the receptor. They can either increase the action 
of the agonist (positive allosteric modulator, or 
PAM) or decrease the action (negative allosteric 
modulator, or NAM.) In either case, some 
agonist, either endogenous neurotransmitter or 
exogenously-introduced drug, must be present 
for the allosteric modulator to have any effect.
	 Allosteric modulators act at the level of the 
receptor to modulate excitability of the neurons. 
For example, consider an ionotropic receptor that 
allows Na+ to move across the cell membrane 
when an agonist is present. When a PAM is 
present simultaneously with the agonist, more 
Na+ ions will move across the receptor than if the 
agonist was acting alone. But, when a NAM is 
present with that same agonist, fewer Na+ ions 
will move across the membrane, resulting in 
decreased excitability. 
	 Many of these allosteric modulators are 
used experimentally but some are used clinically. 
The most well known allosteric modulators are 
the barbiturates and benzodiazepines. Both are 
PAMs which act at the GABA receptor, meaning 
that when a benzodiazepine (like Valium) is 
present, the same amount of GABA will have 
a stronger effect. Since GABA is an inhibitory 
neurotransmitter, enhancing this inhibition of 
neural circuitry can be an effective way to decrease 
brain disorders that result from overexcitation of 
the brain: anxiety, epilepsy, and insomnia. 
	 A single pharmaceutical agent can have 
different actions at different classes of receptors. 
For example, the common antipsychotic clozapine 
is an antagonist at some dopamine and serotonin 
receptors, while also acting as a partial agonist 

at a different population of serotonin receptors. 
In pharmacology, drugs with many sites of action 
are commonly called dirty drugs.
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11.4 Commonly Misused Substances

	 In the early 1900s, US laws regulating the 
manufacture, distribution, possession, and use 
of drugs were complicated. Certain substances 
were banned, but regulation of the substances 
was left largely to individual states. It wasn’t until 
1970 when a nationwide proposed regulatory 
measure would combine all of the current federal 
mandates regarding misused drugs into a single 
bill, and Richard Nixon signed the Controlled 
Substances Act (CSA) into law.
	 Under the terms of the CSA, the Drug 
Enforcement Agency and the Food and Drug 
Administration would be responsible for 
developing regulations about a wide variety of 
chemical substances. For each drug, they would 
be tasked with evaluating the health related 
properties of the drug:

	 1. Impact on health, including toxicity 
harms and addiction potential
	 2. Applications in the medical field

	 With these characteristics in mind, the 
substances were classified into one of five 
categories, rated Schedule I through Schedule 
V. Drugs put into Schedule I are substances that 
were perceived to have the highest addiction 
potential, most severe health risks, and no medical 
applications. On the other end of the spectrum are 
Schedule V substances, drugs with low addiction 
potential, few health risks, and legitimate uses 
within the clinical setting. Substances classified 
under Schedule I include heroin, for example, 
while a Schedule V substance might be an 
antiepileptic drug like Lyrica. Today, the list of 
controlled substances contains more than 400 
chemicals. Interesting, neither tobacco or alcohol 

Figure 11.13 The Controlled Substances Act was 
signed by President Richard Nixon in 1970.

is regulated under the terms of the CSA, despite 
these drugs being among the most misused in the 
US with tremendous health risks, high addiction 
potential, and little medical application.
	 There are probably thousands and 
thousands of psychoactive substances, 
chemicals that can act on the nervous system 
which can induce a change in behavior or 
mindstate. Here, we will focus largely on six 
classes of drugs.  

	 Alcohol

	 According to the 2015 National Survey on 
Drug Use a nd Health, alcohol is the most widely 
used substance among these drugs, with more 
than 85% of adults reporting having used alcohol 
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at some point in their lives. Chemically speaking, 
many substances are classified as “alcohols,” but 
the most common misused is ethyl alcohol or 
ethanol. Ethanol is the easily-obtained substance 
with a highly intoxicating effect. The overwhelming 
majority of ethanol use is recreational. The World 
Health Organization reports that alcohol use is 
the leading risk factor for premature death among 
males aged 15-59 globally, making it one of the 
overall top causes of preventable death.
	 Acute exposure to ethanol has effects 
that differ depending on dosage. At low 
concentrations, ethanol can induce an elevation 
in mood, decreased anxiety, increased risk taking, 
slowing of reflexes, and impaired judgment. At 
high concentrations, ethanol can cause memory 
deficits, loss of consciousness, analgesia and 
areflexia, and possible death through respiratory 
depression. Chronic exposure to low levels of 
alcohol has some pro-health benefits such as 
decreased risk of death by cardiovascular events, 
but in general, these benefits are outweighed by 
negative health outcomes, such as the elevated 
risks of liver disease or cancer and alcohol-

Figure 11.14 Ethanol is the most commonly 
misused drugs, easily accessible in public 
settings, at grocery stores, sporting events, and 
others. 

related violence or injuries.
	 Ethanol is a metabolic byproduct 

Sugar

Ethanol
Carbon 
dioxide
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Figure 11.15 Ethanol is a byproduct of yeast 
metabolism. As carbon dioxide is dissolved 
into the solution, fermented products like beer 
become fizzy.

synthesized by yeast as they break down sugars. 
It has the chemical structure of C2H6O, making 
ethanol a tiny molecule with properties similar 
to water, meaning that ethanol can diffuse 
easily through cell membranes. Whereas other 
chemical substances often have highly specific 
molecular or protein targets, ethanol has several: 
GABA receptors, glutamate receptors, potassium 
channels, serotonin receptors, and more. In 
general, ethanol has a depressant effect on 
neurons, but it has been demonstrated to activate 
DA neurons in the VTA.

	 Nicotine

	 Nicotine is the main psychoactive 
ingredient of tobacco products. Nicotine is an 
alkaloid compound that is synthesized in nature 
by a variety of plants, with the tobacco plant 
having the highest nicotine content. Other plants 
of the Solanaceae family (Nightshade family), 
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such as eggplants and tomatoes, also contains 
nicotine, as it was probably an anti-herbivory 
evolutionary adaptation. The most common routes 
of administration for nicotine include inhalation 
(cigarettes, cigars, vape), transbuccal (chew, dip, 
snuff), or transdermal (in the case of the nicotine 
replacement therapeutic strategy, the nicotine 
patch). Nicotine is a highly addictive substance, 
often rated as addictive as cocaine or heroin. It is 
currently the leading cause of preventable death 
in the US, causing nearly one out of every five 
deaths.
	 Pharmacologically, nicotine has specificity 
as an agonist at nicotinic acetylcholine 
receptors (nAChRs). These receptors are 
excitatory ionotropic receptors, and are expressed 
widely across the body. Nicotine is a stimulant, and 

Figure 11.17 E-cigarettes are a popular smoking 
cessation strategy, but many younger people 
have started using e-cigarettes recreationally.Figure 11.16 NAChRs are transmembrane 

receptors made up of five subunits.

induces release of norepinephrine by activating 
the sympathetic nervous system. When a person 
smokes a cigarette, they experience a rapid 
rush or a high within tens of seconds. Chronic 
smoking greatly increases the risk of developing 
lung, throat, and mouth cancers, coronary heart 
disease, or stroke.
	 Cigarette smoking over the past several 
decades has seen a sharp decline, in part due 
to the success of anti-smoking campaigns in 
changing public opinion toward smoking, and 
government-led changes in legislation resulting 
in stricter marketing laws, especially in regards 
to targeted advertising aimed at youth. In the 
mid 1970’s, almost 30% of 12th graders reported 
smoking cigarettes daily, and that number has 
decreased to only 4% in 2018. On the other hand, 
the rising popularity of vape among teenagers 
has encouraged nicotine consumption through an 
alternate route of administration: Teen e-cigarette 
users are more than 3 times more likely to start 
smoking cigarettes compared to non e-cigarette 
users.
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	 Cannabis

	 Cannabis is a drug that is derived 
from the flowering buds or other parts of the 
Cannabis sativa plant. The most common route 
of administration is inhalation, as when people 
smoke a joint or a blunt. As cannabis becomes 
decriminalized or outright legalized across 
the US, oral preparations are becoming more 
commonplace. The effects of cannabis are often 
felt within minutes, and can include a sense of 
euphoria, relaxation, distortion in the sense of 
perception, and potentially a lightness (high) or a 
heaviness of body (stoned).
	 Although the cannabis plant contains several 
chemical substances, the main psychoactive 
ingredient is delta-9-tetrohydrocannabinol, 
or THC for short. THC, once it enters the 
bloodstream, is capable of activating receptors 
that our body uses endogenously, called the 
cannabinoid receptors (CB receptors). There 
are two types of CB receptors, with CB1 exerting 
the majority of the psychoactive effect and 
CB2 expressed mostly throughout the immune 
system. Our bodies naturally produce substances 
that activate these receptors; these substances 
are called the endocannabinoids, or eCBs. 
Activation of the CB1 receptors, either through 
eCBs or THC, produces the elevation of mood. 
	 Cannabis is currently classified as a 
Schedule I drug federally, but as of 2019, 10 states 
have legalized recreational use of cannabis, and 
20 other states permit cannabis for medicinal use. 
Recently, Illinois has permitted the 55 medical 
dispensaries to sell recreational cannabis starting 
in January, 2020. The stigma surrounding the 
“evils” of cannabis use are largely a remnant of 
a morality propaganda campaign driven by the 
publishing of such “educational” films as Reefer 
Madness in 1936. Much of our current medical 

understanding of cannabis is that it is far less 
harmful than once believed, although it does 
have a negative impact on the developing brain, 
as significant adolescent exposure to cannabis 
increases the likelihood of developing psychiatric 
conditions such as schizophrenia later in life.

Figure 11.18 The flowering buds of the cannabis 
plant contain high concentrations of the 
psychoactive substance THC.

	 Opioids

	 Opioids are a class of drugs, either natural 
or synthetic, that can bind to and activate the 
body’s endogenous complement of opioid 
receptors. The most well known natural opioid is 
opium, but the other popular drugs of this class 
include the street drug heroin or the medicinal 
substances morphine or fentanyl. Derived from 
the poppy plant, evidence of human use of opioids 
for both medical and recreational use dates back 
more than 5000 years to ancient Sumer. 
	 As with the endocannabinoids described 
above, the body naturally produces opioid 
substances, endorphin being the most well-
known. Activation of opioid receptors, either by 
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endogenously produced opioids or exogenous 
opioids, induce a potent analgesia, dampening 
the sensation of pain. Opioid drugs the current 
gold standard for pain relief. They also cause 
sedation and feelings of euphoria. Heroin and 
morphine are frequently taken via IV injection, 
but many prescription opioids, particularly for 
long-term pain conditions, are consumed orally.
	 Over the past 20 years, there has been 
a dramatic increase in the number of opioid-
overdose related deaths. The most recent spike 
in deaths is due to overdose on synthetic opioids 
such as the extremely potent painkiller fentanyl, 
which saw a 10-fold increase between 2013 and 
2017. The so-called opioid epidemic kills an 
estimated 130 Americans each day.

	 Cocaine

	 Cocaine is a psychostimulant that is 
derived from the coca plant. The most common 
routes of administration are insufflation (powder 
cocaine), inhalation (crack cocaine), but it can 
also be solubilized and injected or taken via 
transbuccal and oral administration by chewing 

Figure 11.19 Opioid-overdose related deaths in the US 
have risen steadily over the past few decades, with a steep 
rise over the past five years.

the leaves of the plant.
	 Cocaine is considered to be a 
potent sympathomimetic, meaning the 
substance activates the sympathetic 
nervous system. Therefore, the 
physiology of a person on cocaine will 
be similar to an activated “fight-or-flight” 
response: elevated heart rate and blood 
pressure, dilated pupils, and increased 
respiration. 
	 Cocaine acts on a molecular 
level by functioning as an inhibitor of 
reuptake proteins. At the synapse, 
there are often presynaptically 

expressed proteins called transporters. These 
large membrane-spanning proteins function to 
move molecules from the extracellular space 
back into the presynaptic terminal, where they 
are then repackaged into vesicles for release at 
a later time. Cocaine is a reuptake inhibitor, 
physically preventing the transporter protein 
from clearing the neurotransmitters dopamine, 
norepinephrine, and serotonin out of the synapse. 
This leads to an elevation of the concentration 
of those neurotransmitters, which results in a 
greater likelihood that the synaptic receptors get 
activated. 

Control Cocaine
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Figure 11.20 Cocaine blocks reuptake of 
neurotransmitters, increasing signaling.

NT

NT

NT



Downloaded from www.austinlim.comOpen Neuroscience Initiative
11-20

	 Psychedelics

	 Psychedelics are the class of drugs 
formerly called hallucinogens. They can be either 
natural, such as psilocybin which is derived from 
mushrooms, or man-made, in the case of lysergic 
acid diethylamide (LSD). Psychedelics can 
cause a person to experience visual distortions, 
synesthesia, an altered sense of self (ego 
dissolution), or sometimes a sudden connection 
with nature or a higher power. Chemically, 
many psychedelics are similar in structure to 
the endogenous neurotransmitter serotonin and 
therefore activate serotonin receptors.
	 Although psychedelics have been used for 
centuries in religious ceremonies, they have had 
a troubled history in the US. The adoption of LSD 
(acid) by the counterculture movement during the 

Figure 11.21 LSD is chemically very similar to 
the endogenous neurotransmitter serotonin.

1970’s, secret CIA funded research, and some 
loosely-regulated research ethics in the clinical 
setting all led to notoriously negative press 
regarding the substance, tainted the general 
public opinion about this class of drugs. 
	 Since 2010, there has been a growing 
body of evidence supporting the notion that 
psychedelics can serve a therapeutic purpose, 
most notably in treating psychiatric conditions such 
as PTSD, terminal illness-related depression, 
and drug addiction.  

Serotonin LSD

	 Cocaine is a Schedule II substance. 
Although it has a very high addiction and harm 
potential, it has a handful of medicinal applications 
as well. For example, it is a potent local anesthetic 
and vasoconstrictor, so it is often used in surgery, 
especially in facial or nose surgeries. 
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11.5 Tolerance, Withdrawal, and Dependence

	 Pharmacologically speaking, tolerance 
can be defined as a decrease in the action of a 
drug due to repeat exposure. This phenomenon 
happens as a result of homeostatic adaptations 
that the body undergoes when it has been 
exposed to a substance for a prolonged period 
of time. In a person who is tolerant, they must 
take progressively higher doses of the drug to 
experience a desired effect.
	 Tolerance can be represented graphically 
by a rightward shift in the dose response curve. 
For a drug naive person, someone with no 
experience with the drug, a low dose of drug may 
have a strong effect. However, for a person who 
has become tolerant to the effects of the drug, 
that same low dose will produce a small drug 
effect. (The other way to think about the dose 
response curve is the following: For two people to 
experience the same magnitude of effect, a drug 
tolerant person would require a higher dose than 

Figure 11.22 The liver breaks down alcohol in a two-step 
enzymatic process. Frequent alcohol use upregulates the 
speed by which degradation happens, causing tolerance.

someone who has never taken the 
drug before.)
	 There are different forms 
of tolerance that a person can 
experience. 
	 In metabolic tolerance 
(sometimes also called 
dispositional tolerance, or 
pharmacokinetic tolerance), there 
is a decrease in the amount of the 
drug that gets to the site of action. 
The body becomes more efficient 
at eliminating the substance. Since 
exogenous substances usually get 
degraded by enzymatic reactions, 
an increase in the activity or 
number of enzymes will decrease 

Ethanol Acetaldehyde Acetic acid

ADH

the amount of the substance that is capable of 
acting.
	 The most common example of metabolic 
tolerance is seen in frequent alcohol use. The 
main psychoactive substance found in alcoholic 
beverages like beer, wine, or liquor is ethanol. 
Our liver, which filters circulating blood, contains 
enzymes which break down chemicals in the 
blood.  Specifically, the standard degradation 
process of ethanol uses two enzymes. The first 
of which, called alcohol dehydrogenase, oxidizes 
molecules of ethanol into the toxic byproduct 
acetaldehyde. The second step uses the enzyme 
acetaldehyde dehydrogenase to convert the 
acetaldehyde into acetic acid, a generally 
harmless compound (the same chemical 
structure as vinegar) that is used by the body 
in a biochemical reaction that drives the citric 
acid cycle. Because most alcohol is taken via 
oral consumption, ethanol is subject to first-pass 

ALDH
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metabolism before reaching systemic circulation.
	 However, after prolonged exposure 
to alcohol, the body undergoes homeostatic 
compensatory changes. The two liver enzymes 
responsible for degradation of ethanol increase in 
either function or amount. When these metabolic 
enzymes become upregulated, the circulating 
ethanol in the bloodstream becomes broken down 
more rapidly and more efficiently, resulting in a 
decrease in the amount of ethanol that reaches 
general circulation, and consequently, the brain. 
This explains why people who have never drank 
alcohol (low amounts / function of enzymes) may 
experience a stronger drug effect compared to 
someone who drinks regularly. It also accounts 
for why there is some genetic variation between 
a person’s sensitivity to alcohol’s intoxicating 
effect, as enzyme efficiency is partially encoded 
by genetics.

	 Another way by which tolerance can 
manifest itself is through changes at the level of 
the molecular components of cells. This type of 
tolerance is called a functional tolerance, or 
pharmacodynamic tolerance. This tolerance 
leads to a decreased sensitivity to the substance. 

This functional tolerance can be characterized 
by a decrease in receptor expression after 
chronic exposure to an agonist. When the opioid 
etorphine is present in the body, it activates the 
opioid receptors. Frequent exposure to etorphine 
causes a molecular change in the receptors, 
which leads to internalization, the process by 
which cell surface-expressed receptors become 
taken into the cell. Since etorphine is only able 
to activate receptors on the surface, these 
internalized receptors diminish the strength of the 
etorphine signal, which manifests as tolerance. 
By downregulating the number of receptors that 
are expressed on the surface, the cell reacts to 
the environment by becoming less responsive in 
the face of drug.

	 Sometimes, the body physiologically 
prepares for the drug effect before the drug is 
even present. The way it does this is to initiate 
an opposite somatic effect from what the drug 
is expected to do. This “reverse” effect is likely 
a protective mechanism to minimize the drug 
effect, and these anticipatory bodily changes 
can be precipitated by drug-associated cues. 
For example, heroin causes analgesia. Cues 
that predict administration of the drug, such 
as preparation for an intravenous injection or 
being in a physical environment where drug is 
frequently administered, can cause the reverse 
physiological effect, hyperalgesia. Because 
of this, a person may need to take more drug 
to overcome the anticipatory changes. This 
unconscious form of learning leads to a form of 
tolerance that is dependent on Pavolvian cues; 
this is called conditional tolerance.
	 If not accounted for, conditioned tolerance 
can have potentially lethal side effects. A clinical 
description (Siegel, 2001) of a patient with 
pancreatic cancer describes one such “failure” 

Figure 11.23 Pharmacodynamic or functional 
tolerance causes a synapse to be less sensitive 
to drug.

Synapse before 
tolerance

Functionally tolerant 
synapse
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of tolerance. Bedridden and suffering from 
tremendous pain, a man was regularly given 
morphine in his bedroom, dark and filled with 
humming apparatus for his medical care. As 
expected, he developed a tolerance towards the 
morphine, requiring higher and higher doses in 
order to inhibit pain. One day, he went into the 
brightly lit living room to receive his normal dose 
of painkiller. Soon after, he died from opioid 
overdose.

	 Sensitization is a phenomenon related to 
tolerance, but the polar opposite: instead of a drug 
effect being lessened after chronic exposure, a 
sensitized person experiences an increase in drug 
effect. It is sometimes called “reverse tolerance.” 
Nicotine as well as many psychostimulants 
such as cocaine or amphetamine can produce 
psychomotor sensitization after repeated dosings. 
	

	 Since mechanisms of tolerance result in 
long lasting homeostatic changes, they may lead 
to withdrawal, a set of symptoms that a person 
experiences when they are abstinent from the 
substance. This produces a highly aversive state 
that can be relieved by administration of more 

drug. The symptoms of withdrawal are frequently 
the opposite of the side effects of the drug. One 
example is the physiological response to heroin. 
When heroin is present, a person may experience 
euphoria, analgesia, relaxation, and constipation. 
But after the homeostatic changes have taken 
place resulting in downregulation of opioid 
receptors, a person may experience withdrawal 
symptoms such as dysphoria (depression), pain 
hypersensitivity, restlessness, and diarrhea.
	 It is good to note that tolerance does not only 
happen in the presence of agonists like ethanol 
or morphine. In fact, antagonists are well known 
to produce tolerance and withdrawal. If you have 
ever had difficulty staying alert a headache or 
without your morning coffee, you are experiencing 
the effects of withdrawal. Caffeine is an antagonist 
for the adenosine receptors. When the body is 
used to a certain amount of caffeine that blocks 
adenosine signaling, there are mechanisms that 
lead to homeostatic upregulation of adenosine 
receptors. And so when caffeine is no longer 
present, the endogenous levels of adenosine 
overactivate adenosine signaling, leading to the 
withdrawal symptoms.
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Figure 11.24 A rat exposed to amphetamine over 
multiple days shows locomotor sensitization, an 
increase in activity in response to drug. Figure 11.25 The regular presence of an 

antagonist like caffeine may cause increases of 
adenosine receptor levels postsynaptically.

	 When someone is withdrawing from a 
drug, they often feel the urge to take the drug. 
This is a sign of drug dependence. A physical 
dependence can be a physical dependence, 
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where the person seeks drug in order to either 
relieve the physical symptoms of withdrawal, or 
to experience the positive sensations associated 
with the drug. Alternatively, a psychological 
dependence can also develop, where the person 
has intense cravings for the drug such as a 
fixation on drug acquisition, or mood or behavioral 
changes in the absence of drug.
	 Long term drug use may cause people to 
become heavily dependent. These people often 
engage in recurring patterns of drug seeking and 
drug taking. Their patterns of use can be highly 
destructive, as they make drug acquisition as their 
main objective, fixating on drug taking even at the 
cost of their jobs, relationships, and even their 
own health. Because this form of pathological 
drug use is extremely harmful, much attention is 
focused on understanding the mechanisms that 
underlie this condition. 
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11.6 Theories of Addiction

	 “Why do some people transition from user 
to addict?”

	 Many people are able to use the most 
addictive substances such as cocaine or heroin 
casually without ever becoming an addict. For 
these people, their drug use pattern can remain 
recreational, even though they may use the 
substance frequently and report a great sense 
of satisfaction when they use the drug. On the 
other hand, there are some people who have 
a very high propensity to quickly becoming a 
pathological addict. One of the big challenges 
in drug abuse research is to understand the 
differences between these two populations - 
what factors, either environmental or genetic, are 
protective and prevent the transition from casual 
drug user to compulsive drug addict? And what 
are some ways we can use this knowledge to 
help addicts find ways to break their pattern of 
harmful compulsive drug seeking and drug use? 
	 One possible way to get at the answer 
is to create animal models of drug dependence 
and try to determine the nature of the underlying 
biological changes that contribute to the 
addiction-like pattern: Do some cellular circuits 
change permanently? Are certain genes or 
proteins upregulated or downregulated? Can 
pharmacological or behavioral interventions 
change drug-taking or drug-seeking behavior?

Non-human models of 
addiction

	 One of the most instructive non-human 
animal models of drug use disorder is called 
self-administration. In a self-administration 

experiment, the subject (usually a monkey, rat, 
or mouse) gets a surgical implantation of an 
indwelling intravenous tube that is connected to 
a pump. Then, the subject is put into an operant 
conditioning chamber. When they press the lever 
or poke their nose into a hole, the pump triggers, 
resulting in an infusion of drug directly into the 
bloodstream. 

	 This experimental paradigm closely 
mimics human drug seeking behavior. For 
example, rats and mice will very quickly learn to 
press on the levers for intravenous infusions of 
cocaine and morphine. Many of them will give 
themselves drugs even despite severe adverse 
consequences, such as enduring foot shock - 
arguably similar to human behavioral patterns 
where addicts may do all kinds of behaviors for 
access to drug. Monkeys, if given the option to self 
administer for cocaine, must be restricted in the 
amount of drug they receive: if given unrestricted 
access, they give themselves so much cocaine 
that they have seizures and die.
	 A second experimental test created to 
study drug abuse is called conditioned place 

Figure 11.26 In a Skinner box, animals can be 
trained to give themselves a variety of drugs.



Downloaded from www.austinlim.comOpen Neuroscience Initiative
11-26

preference (CPP). A CPP test works on the 
principle that animals learn to associate certain 
environments with positive feelings, and will 
prefer to spend significantly more time in those 
environments. To conduct CPP, a three-room 
testing chamber is used. This experimental 
chamber has two large rooms, each with 
characteristics that are unique to that room. For 
example, one room may have mesh flooring with 
dark-colored walls, while the other room may 
have woodchip flooring with light-colored walls. 
The two rooms are connected by a smaller, 
neutral room, and the rooms can be isolated 
from another by means of a dividing door. To 
conduct CPP, an animal will be given the drug of 
interest, then placed into one of the two rooms, 
where they are free to explore the room, but 
cannot leave. As a control, at a different time, 
they will be injected with an innocuous solution 
and placed into the other room. On test day, the 
animal will be put into the neutral middle room, 
and given the opportunity to move freely between 
the two chambers. If the animal developed 
positive associations with the room where they 
experienced the drug effect, then they will choose 
to spend significantly more time in that room. 
On the other hand, if they experienced negative 

feelings associated with that room, they will avoid 
being in the room. Whereas self-administration 
assesses “drug seeking,” CPP measures “drug 
liking.” 

	 Below are three major biology-driven 
hypotheses that have been proposed to explain 
drug addiction. It’s important to note that none 
of them tell the complete story - otherwise drug 
addiction will have already been cured! Also, 
these theories are not mutually exclusive from 
one another. A likely answer to curing addiction 
probably incorporates some combination of 
these approaches in addition to societal policy 
changes.

The “hedonia hypothesis”

	 What drives addicts to behave in the way 
they do? One of the earlier theories put forward 
to explain addiction is the hedonia hypothesis 
proposed in the late 1970s by Roy Wise. The 
hedonia hypothesis  hinges on the assumption 
that dopamine is the “pleasure neurotransmitter,” 
and that any substance or behavior that increases 
dopamine will be desirable. The theory is 
supported by some behavioral data. For example, 
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Figure 11.27 In a conditioned place preference test, increased time spent (preference index) in a 
chamber previously paired with drug is interpreted as an increase in drug liking. 
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using microdialysis, it was found that dopamine 
release by the mesolimbic pathway increases in 
the presence of many drugs of abuse. Additionally, 
administration of dopamine antagonists are 
able to block some drug taking behavior. This 
dopamine-centric approach to drug use disorder 
was so influential that pharmaceutical companies, 
while developing novel antidepressants, quickly 
dismissed drugs that increased dopamine out of 
fear of the risk of addiction potential. 
	 Despite the attractiveness of the 
straightforward “pleasure neurotransmitter” 
model, the dopamine hypothesis does not give 
us the whole picture. For one, dopamine release 
at the mesolimbic pathway is only notable 
for psychostimulant drugs, such as cocaine 
and methamphetamine. But there are plenty 
of stimulants that still produce the significant 
overflow of dopamine without causing any 
rewarding sensation. Furthermore, if dopamine 
is the signal that mediates the positive hedonic 
feelings, one might predict that by blocking 
dopamine receptors chronically, you can also 
prevent long-term cocaine addiction, but this 
therapeutic strategy isn’t very useful. Many of the 
most popular misconceptions about dopamine 
that you frequently see in the media take this early 
hypothesis as the truth. It even was featured as 
the cover of a 1997 Time magazine. That same 
year in an interview with the original proponent 
of the hedonia hypothesis published in Science, 
Roy Wise agreed with recent results that his 
model was incomplete.

The incentive sensitization 
model

	 A more recent theory to explain drug 
addiction is a model developed by researchers 
from the University of Michigan, Terry Robinson 

and Kent Berridge. Under their model of drug 
use, initially a person takes a drug because they 
like the positive, euphoria-producing side effects 
of the substance. But after chronic exposure 
to the substance, the person becomes fixated 
on obtaining the drug rather than how the drug 
makes them feel. At this point, they continue to 
use the drug even though they no longer enjoy 
the drug to the same degree that they once did. 
Instead of “liking” the drug, the addict fixates on 
“wanting” the drug. 
	 The incentive sensitization model 
suggests that the drug-exposed brain develops 
an increased sensitivity to drugs, but also more 
importantly, drug related cues. Pavlovian learning 
takes place when an addict takes a drug. Each 
drug has an associated set of cues, and re-
exposure to those cues can trigger relapse. 

Over repeated pairings, those cues trigger a 
progressively stronger response. 
	 Their model accounts for why it is difficult 
to remain abstinent from an addictive drug for 
long durations of time. Despite a decrease in 
drug seeking behaviors, many addicts eventually 
relapse, or return to the previous destructive 
pattern of drug use. One phenomenon that makes 
staying drug free difficult is the observation that 
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Figure 11.28 The incentive sensitization model 
suggests a difference between “wanting” and 
“liking” the effects of a drug.
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prolonged abstinence can increase the intensity 
of drug cravings. This is called incubation 
of craving, and is seen with several different 
classes of drugs, notably, nicotine.

The Brain Disease Model of 
Addiction (BDMA)

	 Much of our current understanding of 
addiction is based on the principles that repeated 
drug use leads to biological changes in the brain 
that resemble aberrant learning. This model for 
drug addiction is called the Brain Disease Model 
of Addiction. Genetics has a strong influence on 
the likelihood that someone develops a disease, 
and addiction is no different. Inherent risk-taking 
behaviors, magnitude of a drug effect, and risk of 
relapse are all modified by genetics. 

	 One of the major implications of the BDMA 
is that compulsive drug use and seeking is not a 
choice that a person makes. Addicts are not the 
way they are because of some poor moral guidance 
or a weakness of willpower. Addicts compulsively 
seek drug because of some underlying circuitry 
of their brain that makes cessation difficult. One 
substantial accomplishment of the BDMA is that 
public policy has adjusted to increase access to 
mental health resources for addicts to help cover 
the financial challenges of recovery programs 
(Mental Health Parity and Addiction Equity Act 
of 2008), and to improve the outcomes of non-
violent drug offenders as they reintegrate with 
society outside of prisons.
	 The BDMA is not without fault, however. 
The major criticism of this framework to explain 
compulsive drug use is that most people stop 
their addictive use patterns by themselves 
spontaneously without any treatment. Another 
harm of the BDMA is that it puts heavy emphasis 
on biochemical therapies rather than on a public 
policy approach to drug addiction treatment. 
Lastly, the BDMA has not produced a successful 
therapeutic strategy to help with addiction.

Figure 11.29 In a self-administration paradigm, 
lever pressing increases the longer an animal is 
abstinent from drug.
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